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#### Abstract

We propose a protocol for oblivious transfer that is unconditionally secure under the sole assumption that the memory size of the receiver is bounded. The model assumes that a random bit string slightly larger than the receiver's memory is broadcast (either by the sender or by a third party). In our construction, both parties need memory of size in $\theta\left(n^{2-2 \alpha}\right)$ for some $\alpha<\frac{1}{2}$, when a random string of size $N=n^{2-\alpha-\beta}$ is broadcast, for $\alpha>\beta>0$, whereas a malicious receiver can have up to $\gamma N$ bits of memory for any $\gamma<1$. In the course of our analysis, we provide a direct study of an interactive hashing protocol closely related to that of Naor et al. [27].


## 1. Introduction

Oblivious transfer is an important primitive in modern cryptography. It was introduced to cryptography in several variations by Rabin and Even et al. [29, 20] and had been studied already by Wiesner [31] (under the name of "multiplexing"), in a paper that marked the birth of quantum cryptography. Oblivious transfer has since become the basis for realizing a broad class of cryptographic protocols, such as bit commitment, zero-knowledge proofs, and general secure multiparty computation $[32,21,22,25,18]$.

In a one-out-of-two oblivious transfer, denoted $\binom{2}{1}$-OT, one party Alice owns two secret bits $b_{0}$ and $b_{1}$, and another party Bob wants to learn $b_{c}$ for a secret bit $c$ of his choice. Alice is willing to collaborate provided that Bob does not learn any information about $b_{c \oplus 1}$, but Bob will not participate if Alice can obtain information about $c$.

Traditionally, $\binom{2}{1}$-OT has been studied under computational assumptions, such as the hardness of factoring or

[^0]the existence of trapdoor one-way permutations [20, 21, 3]. $\binom{2}{1}$-OT can also be implemented in terms of Rabin's OT [29], in which Alice sends a bit $b$ that is received by Bob with probability $\frac{1}{2}$ [13]. The security of Rabin's protocol for OT is based on the factoring problem.

These are relatively strong computational assumptions. However, it is also known that oblivious transfer cannot likely be based on weaker assumptions: Proving that oblivious transfer is secure assuming only a one-way function in a black-box reduction is as hard as proving $P \neq N P$ [24]. Oblivious transfer falls thus, together with key agreement, in the class of tasks that are only known how to implement using at least trapdoor one-way functions.

However, if Alice and Bob have access to a quantum channel, oblivious transfer can be reduced to a weaker primitive known as bit commitment $[4,12]$ and thus is secure assuming only a one-way function in the quantum computer model. Oblivious transfer can also be based on a noisy channel $[15,14]$.

In this paper we describe how a bound on memory size of the receiver Bob can be used to implement oblivious transfer. We assume that there is an initial broadcast of a huge amount of random data, during which Bob is free to compute any probabilistic function with unlimited power. As long as the function's output size is bounded and does not exceed Bob's memory size (storage space), we can prove that the OT protocol is secure. No computational or memory restrictions are placed on Alice.

In order to carry out the protocol, both parties need to use some amount of memory, however. Let $\alpha, \beta$ be constants such that $0<\beta<\alpha<\frac{1}{2}$ (e.g. a small $\beta$ and $\alpha=\frac{1}{2}-\beta$ ). In our construction, both parties need memory of size in $\theta\left(n^{2-2 \alpha}\right)$ when $N=n^{2-\alpha-\beta}$ random bits are broadcast. The security of the oblivious transfer can be shown if Bob has no more than $\gamma N$ bits of storage for any $\gamma<1$.

The random broadcast can be generated by a trusted random source, which needs not necessarily be an artificial device. Natural sources, such as deep-space radio sources or the cosmic background radiation could also be used. On the other hand, there is no need for a trusted third party to generate the random data. Alice can also generate the random bits herself and send them to Bob, since no assumption
about her memory limitation is made.
The study and comparison of different assumptions under which cryptographic tasks can be realized is an important aspect of research in cryptography. Perhaps the most prominent assumptions used today in the computational security model are factoring, the discrete logarithm problem, and lattice basis reduction problems [1]. However, factoring and computing discrete logarithms could be solved efficiently on a quantum computer [30], and systems based on lattice reductions have been cryptanalized [28]. Alternatives to computational security assumptions that have been proposed include quantum cryptography, the noisy channel model, and memory bounds [10].

The memory bound model seems realistic in the view of current communication and high-speed networking technologies that allow transmission at rates of multiple gigabits per second. Storage systems on the order of petabytes, on the other hand, require a major investment by a potential adversary. Furthermore, the model is attractive for the following reasons: (1) the security can be based only on the assumption about the adversary's memory capacity, (2) storage costs scale linearly and can therefore be estimated accurately, (3) memory bounds offer permanent protection in the sense that future technological improvements cannot retrospectively compromise the security of messages transmitted earlier.

This model also relates to another real-life application, where memory limitation is based on a physical assumption; smartcards provide a particularly well-suited scenario to implement our protocol. In such a scenario, Alice could be a teller machine and Bob a card. Limiting the memory capacity of a card is a reasonable assumption whereas a similar limitation on the teller machine would be much less reasonable. Since $\binom{2}{1}$-OT in one direction is sufficient to implement it in both directions (see [17]), any two-party cryptographic task may be implemented securely in this situation from our protocol. For instance, a mutual identification scheme may be realized [16].

### 1.1. Our Construction

We provide an implementation of $\binom{2}{1}$-OT. During the initial random broadcast, Alice and Bob both store a random subset of the $N$ bits such that their parts overlap in $k$ positions. Then they engage in a protocol to form two sets of $k$ bits each among the bits stored by Alice: a "good" set consisting of the bits also known to Bob and a "bad" set containing at least some bits unknown to Bob. This is done using an interactive hashing protocol similar to that of Naor et al. [27].

Interactive hashing is a protocol between Alice and Bob for isolating two binary strings. One string is chosen by Bob and the other one is chosen randomly, without (much) in-
fluence by Bob. However, Alice does not learn which string corresponds to Bob's input. In order to apply interactive hashing, we use two tools of independent interest.

The first tool is an efficiently computable, dense encoding of $k$-element subsets from $\{1, \ldots, n\}$, i.e., a mapping of $k$-element subsets to binary strings of length $\lg \binom{n}{k}$. It has to be efficient in the sense that encoding and decoding operate in time polynomial in $n$ rather than $\binom{n}{k}$, even if $k$ is proportional to $n$. Such a scheme has been long known in the literature [11]. The second tool is a direct analysis of interactive hashing, since the original analysis based on simulators is not directly applicable to our setting.

Once two binary strings corresponding to the two sets are isolated, it will be the case that Bob knows all bits in the good set, but only few bits in the bad set. Then Bob asks Alice to encode $b_{0}$ and $b_{1}$ using the two sets such that $b_{c}$ is encoded with the good set and $b_{c \oplus 1}$ with the bad set. Bob can recover $b_{c}$ since he knows the good set, but not $b_{c \oplus 1}$.

Additional results used to show the security of the protocol are privacy amplification (or entropy smoothing) by universal hashing [5] and a theorem by Zuckerman about the min-entropy of a randomly chosen substring [33].

### 1.2. Related Work

For the purpose of secrecy, memory bounds have been exploited in a similar model in the cryptosystem proposed by Cachin and Maurer [10]. They describe a private-key cryptosystem and a protocol for key agreement by public discussion based on the assumption that an adversary's memory capacity is bounded. The security margin for their key agreement protocol is $O(n)$ memory needed for Alice and Bob versus no more than $n^{2}$ memory for an adversary.

Space bounds have also been studied with respect to interactive proof systems. Kilian [26] constructed a proof system for any language in PSPACE, which is zero-knowledge with respect to a logarithmic-space-bounded verifier. Kilian's technique can be extended to any known-space verifier with polynomial space bounds. In this protocol, the memory bound and interaction are interleaved in a crucial way.

De Santis et al. [19] introduced one-message proof systems with known-space verifiers, showing that no interaction is needed to exploit space bounds for zero-knowledge proofs. An improved construction was given by Aumann and Feige [2] of a one-message proof system where the ratio between the maximum space tolerated and the minimum space needed by the verifier can be arbitrarily large.

We note that our construction also uses interaction in a crucial way, but the memory bound only has to be imposed for one message at the beginning, during the broadcast of the random bits. Furthermore, the receiver in our protocol is allowed to access the complete broadcast and to compute any function of it before interaction starts. This is not the
case for the commitment protocols by De Santis et al. and Aumann and Feige.

In addition, and in contrast to the proof systems with memory-bounded verifiers mentioned, the data intended to overflow a receiver's memory consists of purely random bits in our protocol. Therefore, an independent random source with very high capacity can also be used for providing the random bits.

### 1.3. Organization of the Paper

The dense encoding of $k$-subsets into binary strings is described in Section 3, where we also provide our analysis of interactive hashing. Section 4 contains the protocol construction; the security proof is given in Section 5. We start with defining terminology, assembling some tools, and introducing the notation.

## 2. Preliminaries

A random variable $X$ induces a probability distribution $P_{X}$ over a set $\mathcal{X}$. Random variables are denoted by capital letters. If not stated otherwise, the alphabet of a random variable is denoted by the corresponding script letter.

The (Shannon) entropy of a random variable $X$ with probability distribution $P_{X}$ and alphabet $\mathcal{X}$ is defined as

$$
H(X)=-\sum_{x \in \mathcal{X}} P_{X}(x) \lg P_{X}(x)
$$

Let $h(p)=-p \lg p-(1-p) \lg (1-p)$ stand for the binary entropy function. The conditional entropy of $X$ conditioned on a random variable $Y$ is

$$
H(X \mid Y)=\sum_{y \in \mathcal{Y}} P_{Y}(y) H(X \mid Y=y)
$$

where $H(X \mid Y=y)$ denotes the entropy of the conditional probability distribution $P_{X \mid Y=y}$. The min-entropy of a random variable $X$ is defined as

$$
H_{\infty}(X)=-\lg \max _{x \in \mathcal{X}} P_{X}(x)
$$

The variational distance between two probability distributions $P_{X}$ and $P_{Y}$ over the same alphabet $\mathcal{X}$ is

$$
\begin{aligned}
\left\|P_{X}-P_{Y}\right\|_{v} & =\max _{\mathcal{X}_{0} \subseteq \mathcal{X}}\left|\sum_{x \in \mathcal{X}_{0}} P_{X}(x)-P_{Y}(x)\right| \\
& =\frac{1}{2} \sum_{x \in \mathcal{X}}\left|P_{X}(x)-P_{Y}(x)\right|
\end{aligned}
$$

We say that a random variable $X$ is $\epsilon$-close to $Y$ whenever $\left\|P_{X}-P_{Y}\right\|_{v} \leq \epsilon$.

For a sequence $x_{1}, \ldots, x_{n}$ and some set $\mathcal{S} \subseteq\{1, \ldots, n\}$, we abbreviate the projection of $x_{1}, \ldots, x_{n}$ onto indices in $\mathcal{S}$ by $x^{\mathcal{S}}$. Similarly, $x^{[n]}$ denotes the sequence $x_{1}, \ldots, x_{n}$ with the convention that $x^{[0]}$ is the empty word. We write $\oplus$ for addition in $G F(2)$ and $\odot$ for the inner product of two vectors over $G F(2)$.

Lemma 1. Let $X$ be a random variable with alphabet $\mathcal{X}$, let $V$ be an arbitrary random variable with alphabet $\mathcal{V}$, and let $r>0$. Then with probability at least $1-2^{-r}, V$ takes on a value $v$ for which

$$
H_{\infty}(X \mid V=v) \geq H_{\infty}(X)-\lg |\mathcal{V}|-r
$$

Proof. Let $p_{0}=2^{-r} /|\mathcal{V}|$. Thus, $\sum_{v: P_{V}(v)<p_{0}} P_{V}(v)<2^{-r}$.
It follows for all $v$ with $P_{V}(v) \geq p_{0}$

$$
\begin{aligned}
H_{\infty}(X \mid V=v) & =-\lg \max _{x \in \mathcal{X}} P_{X \mid V=v}(x) \\
& =-\lg \max _{x \in \mathcal{X}} \frac{P_{X}(x) P_{V \mid X=x}(v)}{P_{V}(v)} \\
& \geq-\lg \max _{x \in \mathcal{X}} \frac{P_{X}(x)}{p_{0}} \\
& =H_{\infty}(X)-r-\lg |\mathcal{V}|
\end{aligned}
$$

which proves the lemma.
A class $\mathcal{G}$ of functions $\mathcal{X} \rightarrow \mathcal{Y}$ is 2-universal if, for all distinct $x_{1}, x_{2} \in \mathcal{X}$, there are at most $|\mathcal{G}| /|\mathcal{Y}|$ functions $g$ in $\mathcal{G}$ such that $g\left(x_{1}\right)=g\left(x_{2}\right)$.

A class $\mathcal{G}$ of functions $\mathcal{X} \rightarrow \mathcal{Y}$ is strongly 2-universal if, for all distinct $x_{1}, x_{2} \in \mathcal{X}$ and all (not necessarily distinct) $y_{1}, y_{2} \in \mathcal{Y}$, exactly $|\mathcal{G}| /|\mathcal{Y}|^{2}$ functions from $\mathcal{G}$ take $x_{1}$ to $y_{1}$ and $x_{2}$ to $y_{2}$.

A strongly 2-universal class of hash functions can be used to generate a sequence of pairwise independent random variables in the following way: Select $G \in \mathcal{G}$ uniformly at random and apply it to any fixed sequence $x_{1}, \ldots, x_{l}$ of distinct values in $\mathcal{X}$, i.e., $Y_{j}=G\left(x_{j}\right)$ for $j=1, \ldots, l$.

Privacy amplification [7, 6] is a method to eliminate partial information about a random variable and extract a shorter, almost uniformly distributed value. The following theorem [23,5] is formulated using min-entropy, but it can be generalized to Rényi entropy of any order $\alpha>1$ [9].

Theorem 2 (Privacy Amplification [5]). Let $X$ be a random variable over the alphabet $\mathcal{X}$, let $G$ be the random variable corresponding to the random choice (with uniform distribution) from a 2-universal class $\mathcal{G}$ of hash functions $\mathcal{X} \rightarrow \mathcal{Y}$, and let $Y=G(X)$. Then

$$
\begin{equation*}
H(Y \mid G) \geq \lg |\mathcal{Y}|-\frac{2^{\lg |\mathcal{Y}|-H_{\infty}(X)}}{\ln 2} \tag{1}
\end{equation*}
$$

The following is a result by Zuckerman [33] about the min-entropy of a randomly chosen subset $X^{\mathcal{S}}$ from a sequence $X_{1}, \ldots, X_{n}$. Intuitively, one would like to show that since $\mathcal{S}$ is chosen randomly from $\{1, \ldots, n\}$, the uncertainty about $X^{\mathcal{S}}$ is roughly $\frac{|\mathcal{S}|}{n}$ times the uncertainty about $X_{1}, \ldots, X_{n}$. The exact statement is somewhat more involved.

Theorem 3 (Zuckerman [33]). Let $X^{[n]}$ be an random variable with alphabet $\{0,1\}^{n}$ and $H_{\infty}\left(X^{[n]}\right) \geq \delta n$, let $\mathcal{S}=\left\{S_{1}, \ldots, S_{l}\right\}$ be chosen pairwise independently as described above, let $\rho=c \delta \lg \delta^{-1}$ for some positive constant $c$ and let $\epsilon=3 / \sqrt{\rho l}$. Then, for every value $\mathbf{s}=\left\{s_{1}, \ldots, s_{l}\right\}$ there exists a random variable $W_{\mathbf{s}}$ with alphabet $\{0,1\}^{l}$ and min-entropy

$$
H_{\infty}\left(W_{\mathbf{s}}\right) \geq \rho l
$$

such that with probability at least $1-\epsilon$ (over the choice of $\mathcal{S}$ ), $X^{\mathcal{S}}$ is $\epsilon$-close to $W_{\mathcal{S}}$.

## 3. Tools

### 3.1. Encoding $\boldsymbol{k}$-Element Subsets

Let $\mathcal{S}=\{1,2, \ldots, n\}$. A set $\mathcal{Q}$ is a $k$-element subset of $\mathcal{S}$ if $\mathcal{Q} \subseteq \mathcal{S}$ and $|\mathcal{Q}|=k$. We now describe an efficient encoding of the $k$-element subsets as binary strings, that is, a mapping $\sigma$ from the set of all $k$-element subsets given by a list of $k$ integers from $\{1, \ldots, n\}$ into binary strings of length $\left\lceil\lg \binom{n}{k}\right\rceil \leq n h(k / n)$. Such a scheme may be found in [11]. The encoding as described associates an integer in $\left\{0, \ldots,\binom{n}{k}-1\right\}$ with the $k$-element subset. The corresponding string is simply the binary representation of that integer.

Without loss of generality, let $\mathcal{Q}=\left\{e_{1}, e_{2}, \ldots, e_{k}\right\}$ be a $k$-element subset of $\mathcal{S}$ such that $e_{i} \in \mathcal{S}$ and $e_{i-1}<e_{i}$ for $i=1,2, \ldots, k$. For convenience, we use $e_{0}=0$. The $k$-subsets of $\mathcal{S}$ correspond naturally to the binary strings of length $n$ and weight $k$. The $e_{1}, \ldots, e_{k}$ are the positions of 1 's starting from the left in the binary string corresponding to $\mathcal{Q}$.

The integer representing a binary string $w$ of weight $k$ is the number of strings that precede $w$ in the list of all such strings according to the inverse lexicographical order (e.g. $11100,11010,11001,10110, \ldots$ ). Let us count the number of strings preceding some particular string $s$ given by $e_{1}, \ldots, e_{k}$. The leftmost 1 of $s$ is preceded by $e_{1}-1$ zeros. Thus, for every position $j=1, \ldots, e_{1}-1$, there are $\binom{n-j}{k-1}$ strings of weight $k$ with their first 1 in position $j$, each prior to $s$. Continuing this way of reasoning, the $i^{\text {th }} 1$ of $s$ is preceded by 0 's in the positions $e_{i-1}+1$ to $e_{i}-1$. For every position $j$ from $e_{i-1}+1$ to $e_{i}-1$, there are $\binom{n-j}{k-i}$ strings of weight $k$ in the list; these are identical to $s$ up to position
$e_{i-1}$, with their $i^{\text {th }} 1$ in position $j$ instead. Summing this up over all $i=1, \ldots, k$, we obtain the index $\sigma(\mathcal{Q})$ corresponding to $s$ and $e_{1}, \ldots, e_{k}$. Thus, the encoding $\sigma$ is given by

$$
\sigma_{n, k}(\mathcal{Q})=\sum_{i=1}^{k} \sum_{j=e_{i-1}+1}^{e_{i}-1}\binom{n-j}{k-i} .
$$

The decoding is done by the following procedure that takes as input an integer $m$ and outputs the corresponding set $\mathcal{Q}$, represented by $e_{1}, \ldots, e_{k}$. It is easy to see that $\sigma$ and $\sigma^{-1}$ are computable in time polynomial in $n$.

```
Algorithm 1 Calculate \(\mathcal{Q}=\sigma_{n, k}^{-1}(m)\)
    for \(i=1\) to \(k\) do
        \(e_{i} \leftarrow\) biggest \(l\) such that \(\sum_{j=e_{i-1}+1}^{l-1}\binom{n-j}{k-i} \leq m\)
        \(m \leftarrow m-\sum_{j=e_{i-1}+1}^{e_{i}-1}\binom{n-j}{k-i}\)
    end for
```


### 3.2. Interactive Hashing

Interactive hashing [27] is a protocol between a challenger Alice (with no input) and a responder Bob with input $s \in\{0,1\}^{m}$ and provides a way to isolate two strings. One of the strings is Bob's input $s$ and the other one is chosen randomly; Alice does not learn which one is $s$. Define the 2-universal class of hash functions from $\{0,1\}^{m}$ to $\{0,1\}$ as

$$
\mathcal{G}=\left\{g(x)=a \odot x \mid a \in\{0,1\}^{m}\right\}
$$

The protocol operates in $m-1$ rounds. Round $j$, for $j=1, \ldots, m-1$, consists of the following steps:

1. Alice chooses a function $g_{j} \in \mathcal{G}$ with uniform distribution. Let $a_{j} \in\{0,1\}^{m}$ be the description of $g_{j}$. If $a_{j}$ is linearly dependent on $a_{1}, \ldots, a_{j-1}$, then Alice repeats this step until it is independent. She announces $g_{j}$ to Bob.
2. Bob computes $b_{j}=g_{j}(s)=a_{j} \odot s$ and sends $b_{j}$ to Alice.

At the end, Alice knows $m-1$ linear equations satisfied by $s$. Since the $a_{j}$ 's are linearly independent, the system has exactly two $m$-bit strings $s_{0}, s_{1}$ as solutions that can be found by standard linear algebra.

This specific way of hashing will be the limiting factor of our construction in terms of the memory required by the participants. In order to check dependencies among the $a_{j}$ 's,

Alice must store them all and thus memory size in $\theta\left(m^{2}\right)$ is necessary. Moreover, the $a_{j}$ 's are also necessary to compute $s_{0}, s_{1}$ by both parties.

In our application of interactive hashing, Bob can cheat if he can answer Alice's queries in such a way that both $s_{0}, s_{1}$ are elements of a fixed set $\mathcal{S}$. If a non-interactive hash function were used, Bob could produce a collision if $|\mathcal{S}| \approx 2^{m / 2}$. In contrast, Bob can only cheat in interactive hashing if the size of $\mathcal{S}$ is close to $2^{m}$. This is shown in the remainder of this section.

The following lemma shows that each round of interactive hashing reduces the size of $\mathcal{S}$ by a factor of almost 2 , as long as $\mathcal{S}$ is large (compared to $2^{c}$ ). Its proof uses the idea that Bob can do no better than always answer consistently with the bigger part of his set.

Lemma 4. Let $\mathcal{S} \subseteq\{0,1\}^{m}$ with $|\mathcal{S}|=2^{\nu m}$ for $0<\nu<1$ and let $c$ be a positive integer such that $c \leq \nu m / 3$. Let $\mathcal{G}$ be the 2-universal class of hash functions defined above, mapping $\{0,1\}^{m}$ to $\{0,1\}$. Let $G$ be a random variable with uniform distribution over $\mathcal{G}$. Then for any $b \in\{0,1\}$, $G$ takes on a value $g$ such that

$$
\frac{|\{s \in \mathcal{S} \mid g(s)=b\}|}{|\mathcal{S}|}<\frac{1}{2}+2^{-c}
$$

with probability at least $1-2^{-c}$.
Proof (Sketch). Consider the indicator random variables for $s \in \mathcal{S}$

$$
Z_{s}= \begin{cases}1 & \text { if } G(s)=0 \\ 0 & \text { otherwise }\end{cases}
$$

and their $\operatorname{sum} Z=\sum_{s \in \mathcal{S}} Z_{s}=|\{s \in \mathcal{S} \mid G(s)=0\}|$. Similarly, let $\bar{Z}=|\mathcal{S}|-Z=|\{s \in \mathcal{S} \mid G(s)=1\}|$. Let $X=\max \{Z, \bar{Z}\}$ and let

$$
Y= \begin{cases}Z & \text { with probability } 1 / 2 \\ \bar{Z} & \text { with probability } 1 / 2\end{cases}
$$

Our goal is to show that $X$ takes on a value $x$ such that

$$
\frac{x}{|\mathcal{S}|}<\frac{1}{2}+2^{-c}
$$

with probability at least $1-2^{-c}$.
But notice that $\left|Z-\frac{|\mathcal{S}|}{2}\right|=\left|\bar{Z}-\frac{|\mathcal{S}|}{2}\right|$ and therefore $\left|X-\frac{|\mathcal{S}|}{2}\right|=\left|Y-\frac{|\mathcal{S}|}{2}\right|$. In consequence, for all $\sigma>0$ we have $\mathrm{P}\left[\left|X-\frac{|\mathcal{S}|}{2}\right| \geq \sigma\right]=\mathrm{P}\left[\left|Y-\frac{|\mathcal{S}|}{2}\right| \geq \sigma\right]$. Therefore, it is sufficient to show that

$$
\left|Y-\frac{|\mathcal{S}|}{2}\right| \geq 2^{-c}
$$

with probability at most $2^{-c}$.

From the definition of $Y$ we have $E[Y]=\frac{|\mathcal{S}|}{2}$. It follows from the fact that $G$ is repeatedly chosen from a 2 -universal class of hash functions that $\operatorname{Var}[Y] \leq \frac{|\mathcal{S}|}{4}$ (the details are left to the reader and will appear in the full version). Thus, it follows from the Chebychev Inequality that

$$
\mathrm{P}\left[\left|Y-\frac{|\mathcal{S}|}{2}\right| \geq \sigma\right] \leq \frac{|\mathcal{S}|}{4 \sigma^{2}}
$$

for $\sigma>0$.
Substituting $\sigma=\sqrt{2^{c}|\mathcal{S}| / 4}$ we get

$$
\mathrm{P}\left[\left|Y-\frac{|\mathcal{S}|}{2}\right| \geq 2^{\frac{(c+\nu m-2)}{2}}\right] \leq 2^{-c}
$$

Therefore, the reduction factor satisfies

$$
\begin{aligned}
\frac{Y}{|\mathcal{S}|} & \leq \frac{1}{2}+2^{\frac{c+\nu m-2}{2}-\nu m} \\
& <\frac{1}{2}+2^{-c}
\end{aligned}
$$

except with probability $2^{-c}$ and the lemma follows.
The preceding lemma is not applicable when $\mathcal{S}$ gets too small; to keep track of the overall reduction, we also need the following standard lemma.

Lemma 5. Let $\mathcal{S} \subseteq\{0,1\}^{m}$ with $|\mathcal{S}|=2^{\nu m}$ for $0<\nu<1$ and let $c, d \leq m$ be positive integers such that $2 \nu m<d-c$. Let $\mathcal{G}$ be a 2-universal class of hash functions mapping $\{0,1\}^{m}$ to $\{0,1\}^{d}$. Let $G$ be a random variable with uniform distribution over $\mathcal{G}$. The probability that $G$ takes on a value $g$ such that there are distinct $s_{1}, s_{2} \in \mathcal{S}$ with $g\left(s_{1}\right)=g\left(s_{2}\right)$ is at most $2^{-c}$.

Proof. Define the function $a: \mathcal{G} \rightarrow \mathbb{N}$ to give the number of collisions in $\mathcal{S}$ for a particular $g$, that is,

$$
a(g)=\left|\left\{\left(s_{1}, s_{2}\right) \in \mathcal{S}^{2} \mid g\left(s_{1}\right)=g\left(s_{2}\right), s_{1}<s_{2}\right\}\right|
$$

and let $A=a(G)$. Let

$$
c\left(s_{1}, s_{2}\right)= \begin{cases}\left|\left\{g \in \mathcal{G} \mid g\left(s_{1}\right)=g\left(s_{2}\right)\right\}\right| & \text { if } s_{1}<s_{2} \\ 0 & \text { otherwise }\end{cases}
$$

Since $\mathcal{G}$ is 2-universal, we have $c\left(s_{1}, s_{2}\right) \leq \frac{|\mathcal{G}|}{2^{d}}$ for all $s_{1}, s_{2}$. Now it is easy to see that

$$
\sum_{g \in \mathcal{G}} a(g)=\sum_{\left(s_{1}, s_{2}\right) \in \mathcal{S}^{2}} c\left(s_{1}, s_{2}\right) \leq \frac{1}{2}|\mathcal{S}|^{2} \frac{|\mathcal{G}|}{2^{d}}
$$

and therefore $\mathrm{E}[A] \leq \frac{|\mathcal{S}|^{2}}{2^{d+1}}=2^{2 \nu m-d-1}$. By the Markov Inequality, we get

$$
\mathrm{P}[A \geq 1] \leq \mathrm{P}\left[A \geq 2^{c+2 \nu m-d-1}\right] \leq 2^{-c}
$$

since $2 \nu m<d-c$.

Lemma 6. Suppose Alice and Bob engage in interactive hashing of an $m$-bit string held by Bob to $m-1$ bits as described above and let $r \geq \lg m$. Let $\mathcal{S} \subseteq\{0,1\}^{m}$ be any subset of the inputs with cardinality $2^{\nu m}$. If $\nu<1-\frac{8 r+4}{m}$, then the probability that Bob can answer Alice's queries such that two distinct elements $s_{1}, s_{2}$ of $\mathcal{S}$ are consistent with his answers is at most $2^{-r}$.

Proof. Let $\mathcal{S}_{0}=\mathcal{S}$ and, for $j=1, \ldots, m-1$, define

$$
\mathcal{S}_{j}=\left\{s \in \mathcal{S}_{j-1} \mid g_{j}(s)=b_{j}\right\} .
$$

As long as $\mathcal{S}_{j}$ is large enough, the size of $\mathcal{S}_{j+1}$ can be bounded using Lemma 4 . Afterwards, we apply Lemma 5 once for the remaining rounds. Let $c=2 r$ and let $j_{t}$ be the integer such that

$$
\begin{equation*}
\nu m-3 c+1 \geq j_{t}>\nu m-3 c \tag{2}
\end{equation*}
$$

that will mark the transition. It follows from Lemma 4 by induction on $j$ from 1 to $j_{t}-1$ that

$$
\left|\mathcal{S}_{j}\right| \leq\left(\frac{1}{2}+2^{-c}\right)^{j}|\mathcal{S}|
$$

except with probability at most $j 2^{-c}$. In consequence, $\left|\mathcal{S}_{j_{t}}\right| \leq 2^{\nu m-j_{t}}\left(1+2^{-c+1}\right)^{j_{t}}$ and we have

$$
\begin{equation*}
\lg \left|\mathcal{S}_{j_{t}}\right| \leq\left(\nu m-j_{t}\right)+j_{t} \lg \left(1+2^{-c+1}\right)<3 c+1 \tag{3}
\end{equation*}
$$

from (2) and the fact that $j_{t} \lg \left(1+2^{-c+1}\right)<m 2^{-c}<1$. In order to apply Lemma 5 for step $j_{t}$ (rounds $j_{t}$ through $m-1$ collectively) using $\mathcal{S}_{j_{t}}$, we need to establish

$$
\begin{equation*}
2 \lg \left|\mathcal{S}_{j_{t}}\right| \leq\left(m-1-j_{t}\right)-c \tag{4}
\end{equation*}
$$

Since $\nu<1-\frac{4 c+4}{m}$ implies $4 c<m-\nu m-4$, it follows from (3) that

$$
\begin{equation*}
2 \lg \left|\mathcal{S}_{j_{t}}\right|<6 c+2<2 c+m-\nu m-2 \tag{5}
\end{equation*}
$$

Using (2) we have

$$
\begin{aligned}
2 c+m-\nu m-2 & =m-(\nu m-3 c)-c-2 \\
& <\left(m-1-j_{t}\right)-c
\end{aligned}
$$

and (4) holds. The overall failure probability is at most $\left(j_{t}+1\right) 2^{-c}<m 2^{-c} \leq 2^{-r}$ and the lemma follows.

## 4. The Protocol

Suppose a large amount of random data ( $N$ uniformly distributed random bits) is sent from Alice to Bob over a high-capacity channel. Alternatively, the random data can be produced and broadcast by a random source $R$ that both Alice and Bob trust to output random bits. The only assumption needed to prove the security of the protocol is that
$N$ must exceed Bob's storage capacity. If both participants are honest, they need much less memory than can be tolerated against malicious Bob. Thus, even if Alice produces the random bits, she saves only a small part of them.

In $\binom{2}{1}$-OT, which our construction implements, Alice has two input bits $b_{0}, b_{1}$ and Bob chooses $c$ and obtains $b_{c}$, but Alice does not learn $c$. The protocol operates in the following steps. During the initial random broadcast, Alice and Bob both store a random subset of the $N$ bits such that their parts overlap in $\ell k$ positions. Then they engage in a way to form two sets among the bits stored by Alice, a "good" set and a "bad" set, of $\ell k$ bits each. This is done using the interactive hashing protocol of Section 3.2 such that Alice does not learn which set is good. Bob knows all bits in the good set, but not all of the bad set. Then Bob asks Alice to encode $b_{0}$ and $b_{1}$ using the two sets such that $b_{c}$ is encoded with the good set and $b_{c \oplus 1}$ with the bad set. Bob can recover $b_{c}$, since he knows the bits from the good set, but not $b_{c \oplus 1}$, because some bits from the bad set are missing.

Included in the protocol is an additional distillation step: the bits stored by Alice are first divided into blocks of $\ell$ bits each and then each block is hashed to one bit. The two sets are then formed on the level of bits and consist of $k$ bits each.

Alice and Bob agree on the following parameters (rounding is implicit).

1. $\alpha, \beta$ such that $0<\beta<\alpha<\frac{1}{2}$ : these parameters determine the memory requirements.
2. $n$ : number of bits that Alice and Bob store from the random broadcast.
3. $N=n^{2-\alpha-\beta}$ : number of bits in the random broadcast.
4. $m=n^{1-\alpha}$ : number of blocks (and bits $t_{1}, \ldots, t_{m}$ ).
5. $\ell=n^{\alpha}$ : length of one block.
6. $k=n^{\beta}$ : number of blocks (and bits from $t_{1}, \ldots, t_{m}$ ) that must overlap.
7. $M=\left\lceil\lg \binom{m}{k}\right\rceil=\left\lceil\lg \binom{n^{1-\alpha}}{n^{\beta}}\right\rceil \leq n^{1-\alpha} h\left(n^{\alpha+\beta-1}\right)$ : length of the binary encoding of a $k$-element subset.
8. $\mathcal{F}=\left\{f \mid f:\{0,1\}^{\ell} \rightarrow\{0,1\}\right\}:$ 2-universal class of hash functions for compressing blocks to bits.

The security margin in terms of memory will be that the maximum memory for a malicious Bob that can be tolerated is $\gamma N$ for $\gamma<1$, versus the $M^{2}$ memory size needed for the honest players. A typical choice of the parameters could be a small $\beta$ and $\alpha=\frac{1}{2}-\beta$, yielding $N=n^{1.5-2 \beta}$ and $M^{2}<n^{2-2 \alpha}=n^{1+2 \beta}$.

## The Protocol for $\binom{2}{1}$-OT $\left(b_{0}, b_{1}\right)(c)$ :

1. Alice (or an independent source) broadcasts $N$ random bits $r_{1}, \ldots, r_{N}$, abbreviated by $r^{[N]}$. Alice stores her $n$ bits at positions $\mathcal{A}=\left\{a_{1}, \ldots, a_{n}\right\}$ and Bob stores his $n$ bits at positions $\mathcal{B}=\left\{b_{1}, \ldots, b_{n}\right\}$. The sets $\mathcal{A}$ and $\mathcal{B}$ consists of $n$ uniformly random and distinct values from $\{1, \ldots, N\}$. The substrings of $r^{[N]}$ are denoted by $r^{\mathcal{A}}$ and $r^{\mathcal{B}}$, respectively.
2. Alice sends $\mathcal{A}$ to Bob. With the bits in $r^{\mathcal{A}}$ Bob forms $m$ blocks $x_{1}, \ldots, x_{m}$ of length $\ell=n^{\alpha}$ bits each such that the overlap $\mathcal{A} \cap \mathcal{B}$ spans at least $k=n^{\beta}$ complete blocks. If this is not possible (because the overlap is less than $\ell k$ bits) he aborts. Let $\mathcal{S} \subseteq\{1, \ldots, m\}$ denote a set of $k$ blocks that Bob knows completely. Formally, Bob constructs a permutation of the set $\mathcal{A}$, denoted by $\pi:\{1, \ldots, n\} \rightarrow\{1, \ldots, n\}$, and the sets $\mathcal{C}_{j}=\left\{a_{\pi((j-1) \ell+1)}, \ldots, a_{\pi(j \ell)}\right\}$ for $j=1, \ldots, m$ such that for all $j \in \mathcal{S}$ it holds $\mathcal{C}_{j} \subset \mathcal{A} \cap \mathcal{B}$. He announces $\pi$ to Alice.
3. Alice groups her stored $n$ bits $r^{\mathcal{A}}$ into blocks $r^{C_{1}}, \ldots, r^{\mathcal{C}_{m}}$ as announced by Bob. Then Alice chooses $m$ hash functions $f_{1}, \ldots, f_{m}$ independently and uniformly at random from $\mathcal{F}$ and announces them to Bob. She applies them to the blocks $r^{\mathcal{C}_{1}}, \ldots, r^{\mathcal{C}_{m}}$ and obtains the bits $t_{1}, \ldots, t_{m}$, where $t_{j}=f_{j}\left(r^{\mathcal{C}_{j}}\right)$.
4. Bob computes $y_{j}=f_{j}\left(r^{\mathcal{C}_{j}}\right)$ for $j \in \mathcal{S}$. He also computes the string $s=\sigma(\mathcal{S})$ of length $M$ that encodes $\mathcal{S}$ by the method of Section 3.1.
5. Alice and Bob engage in the interactive hashing of $s$ into a bit string $w$ of length $M-1$, as described in Section 3.2. Alice computes the two sets $\mathcal{U}_{0}, \mathcal{U}_{1} \subset\{1, \ldots, m\}$ such that $\sigma\left(\mathcal{U}_{0}\right)$ and $\sigma\left(\mathcal{U}_{1}\right)$ both hash to $w$ and $\mathcal{U}_{0}<\mathcal{U}_{1}$ according to some fixed order. If this is not possible because one of the strings that hashes to $w$ is not a valid encoding of a subset, Bob aborts.
6. Bob also knows $\mathcal{U}_{0}, \mathcal{U}_{1}$. He chooses the bit $c^{\prime}$ such that $\mathcal{U}_{c^{\prime} \oplus c}=\mathcal{S}$ and sends $c^{\prime}$ to Alice. Alice computes $z_{0}=b_{0} \oplus\left(\bigoplus_{j \in \mathcal{U}_{c^{\prime}}} t_{j}\right)$ and $z_{1}=b_{1} \oplus\left(\bigoplus_{j \in \mathcal{U}_{c^{\prime} \oplus 1}} t_{j}\right)$.
7. Bob recovers $b_{c}=z_{c} \oplus\left(\bigoplus_{j \in \mathcal{S}} y_{j}\right)$.

The descriptions of $\mathcal{A}$ and $\mathcal{B}$ have size in $O(n \lg n)$, which could be reduced by choosing the sets with $k$-wise independent distribution. The expected number of common indices is $k \ell=n^{2} / N=n^{\alpha+\beta}$. By storing a few extra bits, Alice and Bob can ensure that the overlap is $k \ell$ bits except with small probability. As mentioned earlier, this version of the protocol requires both parties to memorize the hash
function of the interactive hashing in order to compute the values of $\mathcal{U}_{0}, \mathcal{U}_{1}$ in step 6 and thus memory size in $\theta\left(n^{2-2 \alpha}\right)$ is necessary.

It is easy to see that the protocol is complete and succeeds with probability at least $\approx \frac{1}{2}$ if Alice and Bob are honest (aborts can occur in step 2 if the overlap is not large enough and in step 5 if hashing yields an invalid subset encoding). In order to prevent Bob from cheating by inducing aborts too often (e.g. while waiting until the overlap of $\mathcal{A}$ and $\mathcal{B}$ is much larger than expected), Alice will only cooperate for at most $n^{\prime}$ repetitions of the protocol for some $n^{\prime} \ll n$. If Bob aborts more often, she concludes that he must be cheating, since the abort probability of an honest Bob is at most $O\left(2^{-n^{\prime}}\right)$.

## 5. Security Proof

We note first that if the protocol aborts, then no information depending on Alice's inputs $b_{0}, b_{1}$ or Bob's input $c$ has been disclosed yet and therefore, we need not worry further about aborts. If the protocol does not abort, then Alice obtains no information about which one of $\mathcal{U}_{0}, \mathcal{U}_{1}$ corresponds to Bob's set $\mathcal{S}$ and therefore the protocol is secure for Bob.

Thus, the security of the protocol is established by the next theorem.

Theorem 7. Suppose malicious Bob's memory is not more than $\gamma N$ bits for some $\gamma<1$. Then, for sufficiently large $n$, the probability that Bob learns information about both bits $b_{0}, b_{1}$ can be made inverse polynomially small.

During the random broadcast, a malicious Bob can compute any probabilistic function from $\{0,1\}^{N}$ to $\mathcal{V}$ with output $V$ such that $\lg |\mathcal{V}| \leq \gamma N$. Let the random variable $R^{[N]}$ correspond to $r^{[N]}$ and let $X^{[m]}=X_{1}, \ldots, X_{m}$ correspond to the distribution of the blocks $x_{1}, \ldots, x_{m}$ in Alice's subset conditioned on Bob's knowledge $V=v$, or

$$
P_{X^{[m]}}\left(x_{1}, \ldots, x_{m}\right)=P_{R^{\mathcal{C}_{1} \ldots R^{\mathcal{C}_{m}} \mid V=v}}\left(r^{\mathcal{C}_{1}}, \ldots, r^{\mathcal{C}_{m}}\right)
$$

( $X^{[m]}$ is a random variable over $n$-bit strings.) Similarly, let $T_{1}, \ldots, T_{m}$ correspond to $t_{1}, \ldots, t_{m}$.

The proof consists of three major steps. First, a lower bound on Bob's min-entropy about $R^{\mathcal{A}}$ given $V=v$, the bits stored by Alice, is obtained in Lemma 8. Second, the hashing of $m$ blocks to bits is examined in Lemma 9 and it is shown that Bob can know at most about $(1-\rho) m$ of the bits $t_{1}, \ldots, t_{m}$. The third step (proof of Theorem 7) uses the analysis of interactive hashing from Lemma 6 to show that a malicious Bob cannot learn information about both bits.

Lemma 8. Let $\epsilon_{1}>0$, let $\delta=\left(1-\gamma-\frac{1}{N} \lg \frac{1}{\epsilon_{1}}\right)$, let $\rho=c \delta / \lg \delta^{-1}$ for some $c>0$, and let $\epsilon_{2}=3 / \sqrt{\rho n}$. Then, except with probability $\epsilon_{1}+2 \epsilon_{2}$,

$$
H_{\infty}\left(X^{[m]}\right) \geq \rho n .
$$

Proof. Because $R^{[N]}$ is assumed to be uniformly distributed, it has min-entropy $H_{\infty}\left(R^{[N]}\right)=N$. Using Lemma 1 it is easy to see that, with probability at least $1-\epsilon_{1}, V$ takes on value $v$ for which

$$
H_{\infty}\left(R^{[N]} \mid V=v\right) \geq(1-\gamma) N-\lg \frac{1}{\epsilon_{1}}
$$

We now invoke Theorem 3 and obtain that the distribution of $X^{[m]}=X_{1}, \ldots, X_{m}$ is $\epsilon_{2}$-close to a random variable $W_{\mathcal{A}}$ with min-entropy $\rho n$ except with probability $\epsilon_{2}$ and the lemma follows.

The next lemma shows that Bob lacks knowledge of at least about $\rho m$ bits from $T_{1}, \ldots, T_{m}$ with high probability. It involves a spoiling knowledge argument that is often used in connection with privacy amplification [5, 8]: Suppose side information is made available to Bob by an oracle. The side information is tailored for Bob's distribution and serves the purpose of increasing his entropy and to obtain better results. Note that the oracle giving spoiling knowledge is used only as a proof technique and not for carrying out privacy amplification.

Lemma 9. Let $\epsilon_{4}, \epsilon_{5}>0$ and suppose $X^{[m]}$ has minentropy at least $\rho n$. There is a subset $\mathcal{Q} \subseteq\{1, \ldots, m\}$ of cardinality $q=\left(\rho n-m(\lg n+2)-\lg \frac{1}{\epsilon_{4}}-2 m \lg \frac{1}{\epsilon_{5}}\right) / \ell$ such that Bob's distribution of $T^{\mathcal{Q}}$, conditioned on particular values $v, f_{1}, \ldots, f_{m}$, and $x_{j}$ for $j \notin \mathcal{Q}$, is $\epsilon_{6}$-close to the uniform distribution over bit strings of length $q$, where $\epsilon_{6}=m 2^{-2 \ell}+\epsilon_{4}+\epsilon_{5}+\sqrt{2 q \epsilon_{5}}$.

Proof. The main part of the proof is to construct spoiling knowledge such that min-entropies of the blocks $X_{1}, \ldots, X_{m}$ add up and then applying privacy amplification for hashing the blocks to bits $T_{1}, \ldots, T_{m}$.

Suppose that side information $u_{1}, \ldots, u_{m}$ with $u_{j} \in$ $\{0, \ldots, 2 j \ell\}$ for $j=1, \ldots, m$ is made available to Bob. Let the random variable $U^{[m]}$ correspond to the distribution of $u^{[m]}$. It is defined for $j=1, \ldots, m$ as $U_{j}=\lambda_{j}\left(X^{[j]}\right)$, where

$$
\lambda_{j}\left(x^{[j]}\right)= \begin{cases}2 j \ell & \text { if } P_{X^{[j]}}\left(x^{[j]}\right) \leq 2^{-2 j \ell} \\ \left\lfloor-\lg P_{X^{[j]}}\left(x^{[j]}\right)\right\rfloor & \text { otherwise }\end{cases}
$$

(Side information $U_{j}$ of this type has also been called logpartition spoiling knowledge [8].) $U_{j}$ partitions the values of $X^{[j]}$ into sets of approximately equal probability under $P_{X^{[j]} \mid U_{j}=u_{j}}$. For all $u_{j}$ except $u_{j}=2 j \ell$, the values of the
probability distributions $P_{X}{ }^{[j]} \mid U_{j}=u_{j}$ differ by less than a factor of two and we have

$$
\begin{equation*}
\frac{1}{2} \max _{x^{[j]}} P_{X^{[j]} \mid U_{j}=u_{j}}\left(x^{[j]}\right) \leq \min _{x^{[j]}} P_{X^{[j]} \mid U_{j}=u_{j}}\left(x^{[j]}\right) \tag{6}
\end{equation*}
$$

The probability that there exists a $j$ s.t. $U_{j}=2 j \ell$ is no more than $\epsilon_{3}=m 2^{-2 \ell}$ and we assume $U_{j} \neq 2 j \ell$ for $j=$ $1, \ldots, m$ in the rest of the proof.

The size of $U^{[m]}$ is less than $m \lg (2 m \ell)=m \lg (2 n)$. Therefore, $U^{[m]}$ satisfies

$$
\begin{align*}
H_{\infty}\left(X^{[m]} \mid U^{[m]}\right. & \left.=u^{[m]}\right) \\
& \geq H_{\infty}\left(X^{[m]}\right)-m(\lg n+1)-\lg \frac{1}{\epsilon_{4}} \tag{7}
\end{align*}
$$

except with probability $\epsilon_{4}$ by Lemma 1 . We assume that (7) holds in the remainder of the proof.

Claim. For all $x^{[1]}, \ldots, x^{[m-1]}$, we have

$$
\begin{align*}
\sum_{j=1}^{m} H_{\infty}\left(X_{j} \mid U^{[m]}=\right. & \left.u^{[m]}, X^{[j-1]}=x^{[j-1]}\right) \\
& \geq \rho n-m(\lg n+2)-\lg \frac{1}{\epsilon_{4}} \tag{8}
\end{align*}
$$

This implies that Bob's min-entropies of at least

$$
\begin{equation*}
q=\left(\rho n-m(\lg n+2)-\lg \frac{1}{\epsilon_{4}}-2 m \lg \frac{1}{\epsilon_{5}}\right) / \ell \tag{9}
\end{equation*}
$$

blocks from $X_{1}, \ldots, X_{m}$ exceed $2 \lg \frac{1}{\epsilon_{5}}$, conditioned on any particular values of the other blocks. (There are $m$ blocks for which the sum of the min-entropies is bounded from below by (8), and the min-entropy of each block is at most $\ell$.)

Proof (Sketch). The claim can be easily reduced to proving

$$
\begin{aligned}
\sum_{j=1}^{m} H_{\infty}\left(X_{j} \mid U^{[m]}=\right. & \left.u^{[m]}, X^{[j-1]}=x^{[j-1]}\right) \\
& \geq H_{\infty}\left(X^{[m]} \mid U^{[m]}=u^{[m]}\right)-m .
\end{aligned}
$$

This can be done by induction using the property (6) of the side information $U^{[m]}$ (details appear in the full version).

For the second step in the proof of Lemma 9, we apply Theorem 2 (privacy amplification). Let $\mathcal{Q} \subseteq\{1, \ldots, m\}$ be a set of $q$ indices $j$ such that, for all $j \in \mathcal{Q}$,

$$
H_{\infty}\left(X_{j} \mid U^{[m]}=u^{[m]}, X^{[j-1]}=x^{[j-1]}\right) \geq 2 \lg \frac{1}{\epsilon_{5}}
$$

Such a set exists according to the claim (8). Using Theorem 2, we obtain for $j \in \mathcal{Q}$,

$$
\begin{aligned}
H\left(T_{j} \mid F_{j}=f_{j}, U^{[m]}=u^{[m]}, X^{[j-1]}\right. & \left.=x^{[j-1]}\right) \\
\geq & 1-2 \epsilon_{5}^{2} / \ln 2
\end{aligned}
$$

where $F_{j}$ for $j=1, \ldots, m$ denotes the random variable corresponding to the choice of the hash function $f_{j}$ with uniform distribution. Let $q_{\max }$ be the largest element of $\mathcal{Q}$ and let $\overline{\mathcal{Q}}=\left\{1, \ldots, q_{\max }\right\} \backslash \mathcal{Q}$. By summing up the entropies, we have
$H\left(T^{\mathcal{Q}} \mid F^{\mathcal{Q}}, U^{[m]}=u^{[m]}, X^{\overline{\mathcal{Q}}}=x^{\overline{\mathcal{Q}}}\right) \geq q-2 q \epsilon_{5}{ }^{2} / \ln 2$.
Thus, except with probability $\epsilon_{5}, F^{\mathcal{Q}}$ takes on a value $f^{\mathcal{Q}}$ such that

$$
\begin{aligned}
H\left(T^{\mathcal{Q}} \mid F^{\mathcal{Q}}=f^{\mathcal{Q}}, U^{[m]}=u^{[m]}, X^{\overline{\mathcal{Q}}}\right. & \left.=x^{\overline{\mathcal{Q}}}\right) \\
& \geq q-2 q \epsilon_{5} / \ln 2
\end{aligned}
$$

In this case, it follows from the standard inequality $\lg |\mathcal{X}|-H(X) \geq \frac{1}{\ln 2}\left\|P_{X}-P_{U}\right\|_{v}{ }^{2}$ that
where $P_{U}$ denotes the uniform distribution over $q$ bits. Accounting for all the cases excluded above, it follows

$$
\left\|P_{T \mathcal{e}}-P_{U}\right\|_{v} \leq \epsilon_{3}+\epsilon_{4}+\epsilon_{5}+\sqrt{2 q \epsilon_{5}}
$$

$\epsilon_{3}$ and $\epsilon_{4}$ are used for spoiling knowledge and $\epsilon_{5}$ is needed to remove the expectation from the conditional entropy of $T^{\mathcal{Q}}$.

Proof of Theorem 7. Let $\mu>0$ be a small constant. Then, for all sufficiently large $n$, we have $q \geq(\rho-\mu) m$ from Lemma 9.

For the analysis of interactive hashing in step 5, we will use Lemma 6. There are $\binom{m}{k}=\binom{n^{1-\alpha}}{n^{\beta}}$ subsets and inputs for Bob in total, thus $M=\lg \binom{m}{k}$ for the $m$ of Lemma 6. Suppose Bob lacks knowledge about at least $q$ bits from $T_{1}, \ldots, T_{m}$, i.e., he has complete knowledge about not more than $\binom{m-q}{k} \leq\binom{\zeta n^{1-\alpha}}{n^{\beta}}$ of the subsets, corresponding to the set $\mathcal{S}$ of Lemma 6 , where $\zeta=1-\rho+\mu$.

In order to apply the lemma setting $r=\lg M$, we need to make sure that $\nu=\frac{1}{M} \lg \binom{m-q}{k}<1-\frac{8 \lg M+4}{M}$, which is equivalent to

$$
\lg \binom{n^{1-\alpha}}{n^{\beta}}-\lg \binom{\zeta n^{1-\alpha}}{n^{\beta}}-8 \lg \lg \binom{n^{1-\alpha}}{n^{\beta}}>4
$$

This can be satisfied by choosing $n$ sufficiently large, since $\zeta$ is a constant smaller than 1. It follows that Bob has probability not more than

$$
\epsilon_{7}=\frac{1}{M}=\left(\lg \binom{n^{1-\alpha}}{n^{\beta}}\right)^{-1} \leq \frac{n^{\alpha-1}}{h\left(n^{\alpha+\beta-1}\right)}
$$

of knowing all bits of both sets and therefore of recovering both bits $b_{0}, b_{1}$.

Recapitulating all steps of the proof, the overall failure probability is at most $\epsilon_{1}+2 \epsilon_{2}+\epsilon_{6}+\epsilon_{7}$, where $\epsilon_{1}, \epsilon_{2}$ are from Lemma 8 and $\epsilon_{6}$ is from Lemma 9. More precisely, $\epsilon_{1}, \epsilon_{4}, \epsilon_{5}$ are parameters fixed above and

1. $\epsilon_{2}=3 / \sqrt{\rho n}$,
2. $\epsilon_{3}=n^{(1-\alpha)} 2^{-2 n^{\alpha}}$,
3. $\epsilon_{6}=n^{(1-\alpha)} 2^{-2 n^{\alpha}}+\epsilon_{4}+\epsilon_{5}+\sqrt{2 q \epsilon_{5}}$,
4. $\epsilon_{7}=\left(\lg \binom{n^{1-\alpha}}{n^{\beta}}\right)^{-1} \leq n^{\alpha-1} / h\left(n^{\alpha+\beta-1}\right)$

## 6. Discussion

The error probability of the security proof guaranteed by Theorem 7 is inverse polynomial in $n$, which may not be enough for some applications (even if $n$ is generally large). However, by repeating the protocol $l$ times the error can be reduced to an exponentially small quantity. Alice selects $2 l$ random bits $b_{1}^{0}, \ldots, b_{l}^{0}$ and $b_{1}^{1}, \ldots, b_{l}^{1}$ such that $b_{0}=\bigoplus_{j=1}^{l} b_{j}^{0}$ and $b_{1}=\bigoplus_{j=1}^{l} b_{j}^{1}$ and they perform $\binom{2}{1}-\mathrm{OT}\left(b_{j}^{0}, b_{j}^{1}\right)(c)$ for $j=1, \ldots, l$. It is easy to see that now the probability that a malicious Bob obtains any information about $b_{c \oplus 1}$ is $O\left(2^{-l}\right)$.

In our construction, both parties need $\theta\left(n^{2-2 \alpha}\right)$ memory size if they are honest and the security can be guaranteed if Bob has not more than $\gamma n^{2-\alpha-\beta}$ memory size for some small $\beta>0$ and $\gamma<1$, typically. It is an interesting open problem whether this difference can be enlarged. For example, in the cryptosystem by Cachin and Maurer based on memory bounds [10], the security margin is about $O(n)$ vs. $n^{2}$ for the public key agreement protocol. We believe that this should also be achievable for oblivious transfer.
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